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* Senate Republicans have
unveiled their rewritten tax
plan, which delays the
corporate tax cut that
President Trump called
essential, but is more
attuned to the middle class
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lawmakers and the
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House leaders are making to
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“Average” Experiences for Users

* Log-log plot of the heavy-tail distribution of observations in 10000

Movielens. 1ooo
100 |
10

[Beutel et al. Beyond Globally Optimal: Focused Learning for Improved

Recommendations. WWW 2017] 10 100 1000 10000
User Degree

Frequency

1000

& 100 ¢
C L
o) _
>

O I
o

1 S eEE——

1 10 100 1000 10000100000
Movie Degree



Challenges 1n Personalized Recommender Systems

“Average” Experiences for Users

* Many users and movies are badly-modeled.

[Beutel et al. Beyond Globally Optimal: Focused Learning for Improved
Recommendations. WWW 2017]
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* In a standard model, we observe that (a) some genres are modeled significantly better than others for the
MovieLens data, and (b) these patterns do not just follow number of observations (degree).

[Beutel et al. Beyond Globally Optimal: Focused Learning for Improved Recommendations. WWW 2017]
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Figure 1: An example of global and personal models. Left fig-
ure showcases the nDCG score of users from global (y-axis)
and personal (x-axis) models. (Right: MAP score).



Challenges 1n Personalized Recommender Systems

“Average” Experiences for Users

e Factorization Machines

n n n )
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[Steffen Rendle. Factorization Machines. ICDM 2010]
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“Average” Experiences for Users

[Beutel et al. Beyond Globally Optimal: Focused Learning for Improved Recommendations. WWW
2017]

Theorem 1 (Global optimal not locally optimal). For dataset
R and loss function Lr(Mpe) with optimal parameters 0~

and Lr(Meg+) > 0; there exists R' C R such that 0™ is not
the optimal solution to Lz (Map).
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e Lack of A Generic Framework for Personalization

Beutel et al. Beyond Globally Optimal: Focused Learning for Improved Recommendations. WWW 2017.
Zhang et al. Generalized Linear Mixed Models For Large-Scale Response Prediction. KDD 2016.
Miao et al. Distributed Personalization. KDD 2015.



Challenges 1n Personalized Recommender Systems

* Distributed Model Learning Requires Accessing Global Data

Bikash Joshi et al. Asynchronous Distributed Matrix Factorization with Similar User and Item Based
Regularization. RecSys 2016.
Miao et al. Distributed Personalization. KDD 2015.
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* “Average” Experiences for Users
e Lack of A Generic Framework for Personalization

* Distributed Model Learning Requires Accessing Global Data
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A Gradient-based Adaptive Learning Framework

Assumptions

o The global model and personal models share the same structure of objective functions.

o The model can be optimized through gradient methods.



A Gradient-based Adaptive Learning Framework

Intuitions

o When data 1s abundant, use personal data as much as possible.
o When data is sparse, use global data as much as possible.

o Personal models are embarrassingly parallelizable.



A Gradient-based Adaptive Learning Framework

High Level Steps

o Split users mto groups where each group represents different level of data abundance/sparsity.

o Train a global model and save gradients.

o According to the user group, select how much global gradients to borrow, train personal models.



A Gradient-based Adaptive Learning Framework

System Framework

Elnput Datasetﬁ
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Figure 2: System Framework. Component C; trains a global
model. Component C; generates a hashtable based on users’
data distribution. Users request ¢, from C, and C; returns a
subsequence of gradients g(oztu) to users.
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System Framework
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A Gradient-based Adaptive Learning Framework

How do we map users to the group?

Algorithm 3.1 Coordination Algorithm

1: input: C (#Groups), (|Dol, |D1l, ..., |Dyl), g(o),g<1), ...,g(T)
2: output: f(u,|Dyl|) — ty

3: procedure SCHEDULER

4: E1seves bus s By | =0, ueU

5: do,d1,...,dy = log|Dyl|,log |D1l, ...,log |Dys|

6: Sort (do, d1, ...,dy) in non-ascending order.

7: dmax = max(dy, d1, ...,dy)

8: dmin = min(dy, d1, ..., dy)

o = dmax(_jdmin

10: foru € U do

11: forie [1,C] do

12: if d, € [dpin +1*S,dyin + (i +1) *s] then
13: Py = %; ty = LT * py]; break

return {t,},u € U
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How do we map users to the group?

Algorithm 3.1 Coordination Algorithm

. input: C (#Groups), (|Dol, |D1l, ..., |Di7l), g(O),g<1), ...,g(T)
. output: f(u, |Dyl) — ty
. procedure SCHEDULER

[1yeeslyyy ovns tlful =0, ueU

1

2

3

4:

5: do,d1,...,dy = log|Dgl|,log |D1], ...,log |Dys|

> (T I
7

8

9

Sort (do, d1, ...,dy) in non-ascending order.
dmax = max(do, d1, ...,dy)

doin = min(dy, d1, ..., dyy)
§ = dmax_dmin

: C
10: foru € U do

11: forie [1,C] do

12: if d, € [dpin +1*S,dyin + (i +1) *s] then

13: Py = %; ty = LT * py]; break /
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A Gradient-based Adaptive Learning Framework

Adaptation Mechanism

Global update —

.
07 =00 _p Zg(t)(g)
t=1

Local update —

ty—1 T
0, =00 —m > g0)—nm> g6
t=1 t=t,

0: the global model parameter.

0,: the personal model parameter.

u: the index for one user.

t,: the index of global gradients for user u.

g'1)(0): global gradients

vV v v v v Y%

g(9(8,): personal gradients



A Gradient-based Adaptive Learning Framework

Adaptive Logistic Regression

Objective:

min L(w) = f(w) + Ar(w) (1)

wW

» f(w) is the negative log-likelihood.

» r(w) is a regularization function.
Adaptation Procedure:

» Global update —

ty—1
wy) = w(® — > gl(w) (2)
=1

» |Local update —

T—t,
wi =wd - 0P Z gt (w,) (3)
—1



A Gradient-based Adaptive Learning Framework

Adaptive Gradient Boosting Decision Tree

Objective:

LO =S 1(yg, FSY + ph®) + Q(h0)

I(yg, F\Y + ph©0) + Q(h(0) (4)

N
2

d

N
P

d
Adaptation Procedure:

I’-:-;SO) _ F(O) +ph(0:tu) (5)
Fs7) = FS + phlf ) (6)



A Gradient-based Adaptive Learning Framework

Adaptive Matrix Factorization

Objective:

qn;m Z(rw o — by b'—qui)

+A(Hqu|\2+Hp,-||2+b3+b?) (7)

Adaptation Procedure:

” T—ty
) =ay —my_ gW(aw).a =@ —n Z g (@) ()
t=0
T—ty,

B~ 60— Y g6 B~ B0 Y 6B (©)
k=0 t=0



A Gradient-based Adaptive Learning Framework

Properties

» Generality: The framework is generic to a variety of machine
learning models that can be optimized by gradient-based
approaches.

» Extensibility: The framework is extensible to be used for
more sophisticated use cases.

» Scalability: In this framework, the training process of a
personal model for one user is independent of all the other
users.
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Datasets

Experiments

Table: Dataset Statistics

News Portal

# users 54845
# features 351 Movie Ratings
# click events 2,378,918 Netflix  Movielens
# view events 26,916,620 | # users 478920 1721
avg # click events per user 43 # 1items 17766 3331
avg # events per user 534 sparsity  0.00942 0.039

» For LogReg and GBDT: News Portal dataset

» For Matrix Factorization: Movie rating datasets (Netflix,

Movielens)




Experiments

Metrics

MAP: Mean Average Precision.

MRR: Mean Reciprocal Rank.

AUC: Area Under (ROC) Curve.

nDCG: Normalized Discounted Cumulative Gain.
RMSE: Root Mean Square Error

MAE: Mean Absolute Error

v v v v v V¥



Comparison Methods

Experiments

Table: Objective functions for different methods.

Model LogReg

Global S F(w) + A |wl[3

Local Zj:ul f(WU) + )‘HWUH%

MTL S F(wa) + 3| Iwy — w]? + 22wy

Model GBDT

Global Y1y, F2 + phOD)) 4+ Q(h®)

Local ZJN“ I(y;, Fj(o) + ph%t)) + Q(h(1)

MTL _

Model MF

Global | 7, :(rui — g — by — bi —aq;pi) + A(||qul[* + [[pil|* + b + b7)
Local | Sien, (rui — 1 = bu — bi — @l B;) + A(||Qul[? + |[pil|? + b2 + b?)
MTL global+M\s[(q, — q)? + (p; — p)? + (b, — AL)? + (b — A;j)?]

» Global: models are trained on all users’ data

» Local: models are learned locally on per user’s data

» MTL: users models are averaged by a global parameter.




Experiments

Ranking Performance — Logistic Regression
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» AUC, MAP, MRR

and nDCG scores on
the test dataset with
varying training
epochs.

The proposed
adaptive LogReg
models achieve higher
scores with fewer
epochs.

Global models
perform the worst.



Experiments

Ranking Performance — GBDT

Table: Performance comparison based on MAP, MRR, AUC and nDCG
for GBDT. Each value is calculated from the average of 10 runs with
standard deviation.

Global-GBDT
##Trees MAP MRR AUC nDCG
20 0.2094(1e-3) 0.3617(2e-3) 0.6290(1le-3)  0.5329(6e-4)
50 0.2137(1e-3) 0.3726(1le-3) 0.6341(1le-3) 0.5372(6e-4)
100 0.2150(8e-3) 0.3769(1e-3) 0.6356(8e-4)  0.5392(6e-4)
200 0.2161(5e-4) 0.3848(1le-3) 0.6412(6e-4) 0.5415(5e-4)
Local-GBDT
#Trees MAP MRR AUC nDCG
20 0.2262(2e-3) 0.4510(5e-3) 0.6344(3e-3) 0.5604(2e-3)
50 0.2319(2e-3) 0.4446(4e-3) 0.6505(2e-3) 0.5651(2e-3)
100 0.2328(1e-3) 0.4465(5e-3) 0.6558(2e-3) 0.5651(2e-3)
200 0.2322(2e-3) 0.4431(2e-3) 0.6566(1e-3)  0.5649(1e-3)
Adaptive-GBDT
+ Trees MAP MRR AUC nDCG
20+50 0.2343(2e-3) 0.4474(4e-3) 0.6555(2e-3) 0.5661(2e-3)
50-+50 0.2325(2e-3) 0.4472(le-4) 0.6561(8e-4) 0.5666(6e-4)
104100 | 0.2329(2e-3) 0.4423(3e-3) 0.6587(1e-3) 0.5650(3e-3)
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Ranking Performance — GBDT
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Figure: MAP Comparison of Group 1 (least) and Group 7 (most) for
GBDT methods.

' Group?(GBbT) I

Test MAP

» MAP score for the groups of users with least data (Group 1)
and most data (Group 7) for GBDT models.

» Adaptive-GBDT outperform both global and local GBDT
models in terms of MAP for all groups of users.
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Ranking Performance — Logistic Regression v.s. GBDT

0.7 0.68 . . ; : ;
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0.66 ¥ == " 0.66 - Adaptive-GBDT —=—
2 0.64 ? S 065 4.//.
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056 |- Local-LogReg 0.62 |-
MTL-LogReg
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0.59 Adaptive-LogReg —=— 06
02 03 04 05 06 0.7 08 09 1 02 03 04 05 06 0.7 08 09 1
% of training samples % of training samples
(a) LogReg (b) GBDT

» AUC score for Global-GBDT, Local-GBDT, and
Adaptive-GBDT with # of training samples from 20% to
100%.

» On average of AUC, Adaptive-GBDT performs better than
other methods.

» With the increase of training samples, GBDT based methods
tend to perform better while LogReg methods achieve
relatively stable scores.



Experiments

Results — Matrix Factorization

5 1 T E o ﬁ - > RMSE and MAE on
| S MovielLens(ML) and
Global Local MTL Adaptive Global Local ~MTL Adaptive N etﬂ|X dat Jsets.
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% N - l % o ! ] different MF models.
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Summary

» Effectively and efficiently build personal models that lead to
improved recommendation performance over either the global
model or the local model.

» Adaptively learn personal models by exploiting the global
gradients according to individuals characteristic.

» Our experiments demonstrate the usefulness of our framework
across a wide scope, in terms of both model classes and
application domains.



Future Work

o Learning adaptation or more intelligent adaptation
o Extend to deep models

o Extend to heterogeneous models
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By The Numbers

1.6M 25M $2.39B 5+M

active sellers active buyers annual GMS items for sale

AS OF MARCH 31, 2016 AS OF MARCH 31, 2016 IN 2015 AS OF MARCH 31, 2016




Work and Culture
352 9 54%

employees around offices 1n 7 countries female employees
the WOrld AS OF MARCH 31, 2016 O
AS OF MARCH 31, 2016 46 A)

male employees

AS OF DECEMBER 31, 2015




1.6M

active sellers

AS OF MARCH 31, 2016

Work and Culture
36% 95%

of sellers of sellers run
are women their Etsy shop
from home

2014 ETSY SELLER SURVEY

2014 ETSY SELLER SURVEY

76%

consider their shop
a business

2014 ETSY SELLER SURVEY




Passionate and Loyal Business Owners

30% 65% 79%

focus on their started their Etsy started their Easy
creative businesses as shop as a way to shop as an outlet for
their sole occupation supplement income creativity

2014 ETSY SELLER SURVEY 2014 ETSY SELLER SURVEY 2014 ETSY SELLER SURVEY

l"/
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Engaged and Thoughtful Buyer Base

25M 37% 92%
active buyers of Etsy buyers of buyers agree Etsy
T AR e arc women offers products they can't

2014 ETSY BUYER SURVEY

find elsewhere

2014 ETSY BUYER SURVEY




Al in E-commerce

Al Challenges

For Buyers

* How to choose unique and satisfied products among millions?
How to lead and guide buyers to discover products that they wouldn't buy at the first place?
How to recommend appropriate products for different occasions?

For Sellers

* How to reach larger audience and potential buyers?
How to run advertising campaign more effectively?

How to communicate with buyers through different channels?

For Platform

* How to build a healthy platform?

How to speed-up buyer and seller communication?




Al 1n E-commerce
Al Challenges

* Search and Discovery
Query Modeling
User Intent Modeling
Learning to Rank

* Personalization and Recommendation
User Profiling
Item Modeling
Recommender Ranking

 Computational Advertising
Click-Through Rate Modeling

Conversion Rate Modeling

Bid Optimization ‘“"““l‘.l“




Al in E-commerce

Al in E-commerce at Etsy
* Multi-modal Deep-learning based Search Solution (KDD 2016)
* Probabilistic Graphical Model based Personalization Recommendation (KDD 2014)

* Ensemble Learning based CTR Prediction Solution (AdKDD 2017/KDD 2017)




Questions



